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1 Introduction

In the Euclidean case minimizers of the p-Dirichlet integral

/ |Vul|P dz,
0

where 1 < p < oo and 2 C R" open, are known to be locally Holder contin-
uous. The minimizers are weak solutions to the p-Laplace equation

div(|Vu[P2Vu) = 0.

In a general metric measure space it is not clear what is the counterpart of
the p-Laplace equation, but the variational approach is available. The main
reason for this is that Sobolev spaces can be defined without the concept of a
partial derivative on a metric measure space [3, 17, 30]. Hence it is possible
to study minimizers of the corresponding p-Dirichlet integral

/ & dp,
Q

where g, denotes a substitute for the modulus of a gradient in a metric space
and p is a Borel regular measure. In the Euclidean case there are several
ways to prove continuity of the minimizers. One possible approach is to use
Moser’s iteration technique (see [25, 26] and [4, 11, 15, 23, 28]) to obtain
Harnack’s inequality from which Hélder continuity follows. At the first sight,
it may seem that there is a drawback in Moser’s argument in metric mea-
sure spaces, since it is strongly based on the differential equation. There
exists another approach by De Giorgi, which relies only on the minimization
property, see [5] and [10, 12, 23]. De Giorgi’s method first gives Holder conti-
nuity and Harnack’s inequality follows from this as in [6]. In [20] De Giorgi’s
method was used in the metric setting. It was shown that if the measure is
doubling and the space supports a weak (1, q)-Poincaré inequality for some
q with 1 < ¢ < p, then the minimizers, and even the quasiminimizers, are
locally Holder continuous and satisfy Harnack’s inequality. Quasiminimizers
minimize a variational integral only up to a multiplicative constant, particu-
larly, minimizers are 1-quasiminimizers.

In this note we adapt Moser’s method to metric measure spaces. We will im-
pose slightly weaker requirements on the space than in [20]. More precisely
we require that the space supports a weak (1, p)-Poincaré inequality instead
of a weak (1, ¢)-Poincaré inequality for some g with 1 < ¢ < p. By a result of
Keith and Zhong [18] a complete metric measure space that supports a weak
(1, p)-Poincaré inequality, with a doubling Borel regular measure, admits a
weak (1, g)-Poincaré inequality for some 1 < ¢ < p. However, we show that
Moser’s method applies without refering to a deep theorem of Keith and
Zhong.



This work is organized as follows. In the second section we focus on the
preliminary notation, definitions and concepts used throughout this work.
Newtonian spaces, the Sobolev space counterpart in the metric setting are
defined and we also fix the general setup. In the third section we present
four lemmas which are mathematical folklore, but since they do not appear
explicitly in the literature and we shall use them extensively, we present them
here. In the fourth section we prove certain Caccioppoli type estimates for
minimizers. In Section 5 the actual Moser’s method is used in the metric
setting and Harnack’s inequality for minimizers is proved.

2 Preliminaries

We assume that X is a metric measure space equipped with a Borel regu-
lar measure . We assume that the measure of every nonempty open set is
positive and that the measure of every bounded set is finite. Later we will
impose further requirements on the space and the measure. Throughout the
work we use the convention that B(z,r) refers to an open ball centered at z
and with radius r > 0 and by tB, where ¢t > 0, we denote a ball concentric
with B but with radius ¢ times that of B. Constants are usually labeled as
¢, and their values may change even in a single line. If A is a subset of X,
then y 4 denotes the characteristic function of A. If not otherwise stated, p
is a real number satisfying 1 < p < oo.

By a path in X we will mean any continuous mapping 7 : [a,b] — X, where
[a,b],a < b, is an interval in R. Its image will be denoted by |y| = v([a, ]),
the length of ~ is defined as

n—

)= sup Y dly(t), ().

a=tp<t1<...<tn=b i—0

We say that the curve is rectifiable if I(y) < oo. Let I'ieey be the collection
of all non-constant rectifiable paths «y : [a,b] — X. See [16, 17, 32] for the
discussion of rectifiable paths and path integration.

The p-modulus of a family of paths I' in X is the number

Mod,(I") = inf/ PP du,
P Jx

where the infinum is taken over all non-negative Borel measurable functions
p so that for all rectifiable paths v which belong to I' we have

/pdszl.
v

It is known that the p-modulus is an outer measure on the collection of all
paths in X. From the above definition it is clear that the p-modulus of the



family of all non-rectifiable paths is zero, thus non-rectifiable paths are not
interesting in this study. See [8, 16, 32] for additional information about
p-modulus.

Upper gradients

In a metric measure space an upper gradient is a counterpart for the Sobolev
gradient.

Definition 2.1. Let u be an extended real-valued function on X. We say
that a non-negative Borel measurable function g is an upper gradient of u if
for all rectifiable paths ~ joining points z and y in X we have

u() — ufy)] < / g ds. (2.2)

Y

See [3, 16, 17, 30] for a discussion of upper gradients. A property is said to
hold for p-almost all paths, if the set of paths for which the property fails
is of zero p-modulus. This set of paths is called the exceptional set. If (2.2)
holds for p-almost all paths ~, then ¢ is said to be a p-weak upper gradient
of u. It is known that if 1 < p < oo and u has a p-weak upper gradient
in LP(X) then u has the least p-weak upper gradient g, in LP(X). It is the
smallest in the sense that if ¢ is another p-weak upper gradient in L?(X) of
u then g > g, p-almost everywhere. This fact has been proved in [29]. An
alternative proof is given in [3].

We implicitly use the following observation several times. If u is a function
with LP(X)-integrable p-weak upper gradient g,. Then there is a family T’
of rectifiable paths in X so that Mod,(I') = 0 and for all rectifiable paths
v ¢ T', connecting = and y in X, u satisfies (2.2) with p-weak upper gradient
g, for all subpaths v C 7. By 7/ C v we mean that + is a restriction of ~y
to a subinterval of [a,b]. This is based on a simple fact of the p-modulus,

namely, if I'y and I'y are two path families such that each curve v; € I'y has
a subpath g € Iy, then Mod,(I'1) < Mod,(I'y), see [32].

Newtonian spaces

Here we introduce the notion of Sobolev spaces on a metric measure space
based on the concept of upper gradients. Following [30] we define the space
NLe (X) to be the collection of all real-valued p-integrable functions u on X
that have a p-integrable p-weak upper gradient g,. We equip this space with
a seminorm

1/p
el = (Nl + Iullfoir ) -

This seminorm partitions N 17(X) into equivalence classes. We say that
u and v belong to the same equivalence class, or simply write u ~ v if



|u = v[|§1p(x) = 0. The Newtonian space N1?(X) is defined to be the space
N'P(X)/ ~ with the norm

ullrogy = el
For basic properties of Newtonian spaces we refer to [30].

Definition 2.3. Let u : X — R be a given function and v € ', be an
arc-length parametrized path in X. We say that

1) w1is absolutely continuous along a path v if wo~ is absolutely continuous
Yy gap v Y y

on [0, 1(7)];

(i) w is absolutely continuous on p-almost every curve, or simply ACC,, if
for p-almost every =, u o v is absolutely continuous.

It is very useful to know that if u is a function in NbP (X), then u is ACC,,.
See [30] for the proof.

The p-capacity of a set £ C X with respect to the space N'P(X) is defined
by

Cap,(E) = inf [l R1p )

where the infinum is taken over all functions u € N'# (X) whose restriction
to E is bounded below by 1. Sets of zero capacity are also of measure zero,
but the converse is not true. See [21] for more properties of the capacity in
the metric setting.

We also need a counterpart of the Sobolev functions with zero boundary
values in a metric measure space in order to be able to compare the boundary
values of Sobolev functions. Let F C X be an arbitrary set. Following
the method of [19], we define the space Ny”(E) to be the set of functions
i € N'»(X) for which

Cap,({r € X\ E : u(z) #0}) = 0.

The Newtonian space with zero boundary values NQP(E) is then NoP(E)/ ~
equipped with the norm

lell jpor iy = 1l jr -
The norm on Nj”(E) is unambiguously defined by [31] and the obtained

space is a Banach space. From now on we usually identify the equivalence
class with its representative.



Doubling property and Poincaré inequalities

We will impose some further requirements on the space and the measure.
Namely, the measure p is said to be doubling if there is a constant ¢, > 1,
called the doubling constant of u, so that

u(B(z,2r)) < cup(B(z,7)) (2.4)

for every open ball B(z,r) in X. By the doubling property, if B(y, R) is a
ball in X, z € B(y,R) and 0 < r < R < 00, then

MB(z1)) o ( r >Q

Wl r) -~ \7 (25)

R

for ¢ = ¢(c,) > 0 and @ = log, ¢,. The exponent () serves as a counterpart of
dimension related to the measure. A metric space X is said to be doubling if
there exists a constant ¢ < oo such that every ball B(z,r) can be covered by
at most ¢ balls with the radii /2. If X is equipped with a doubling measure,
then X is doubling.

Let 1 < p < oo. The space X is said to support a weak (1,p)-Poincaré
inequality if there are constants ¢ > 0 and 7 > 1 such that

1/p
| weuseoldeser (f - ga) 26)
B(z,r) B(z,7r)

for all balls B(z,7) in X, for all integrable functions w in B(z,r) and for all
p-weak upper gradients g, of u. If 7 = 1, the space is said to support a (1, p)-
Poincaré inequality. A result of [13] (see also [14]) shows that in a doubling
measure space a weak (1,p)-Poincaré inequality implies a Sobolev-Poincaré
inequality. More precisely, there is ¢ = ¢(p, k, ¢,) > 0 such that

1/kp 1/p
( ]/ |u— up(n|™ du) <ecr ( ][ 9u du) , (27
B(z,r) B(z,57r)

where 1 < Kk < Q/(Q —p)ifl <p< @ and k =2ifp > Q, for all
balls B(z,r) in X, for all integrable functions u in B(z,r) and for all p-
weak upper gradients g, of u. We will also need an inequality for Newtonian
functions with zero boundary values. If v € Ny?(B(z,r)), then there exists
c = c(p, K, c,) > 0, the constant c is independent of u, such that

1/kp 1/p
(f wrra) <o (e 2.3
B(z,r) B(z,r)

for every ball B(z,7) with 0 < r < diam(X)/10. For this result we refer to
20].



Minimizers.

Let us now define the minimization problem for the p-Dirichlet integral in
a metric setting. A subset A of Q2 is compactly contained in €2, abbreviated
A CC €, if the closure of A is a compact subset of {2. We say that u belongs
to the local Newtonian space N-¥(Q2) if u € N'P(A) for every measurable set
AccQ.

From now on we assume that 1 < p < oo and €2 C X is open.

Definition 2.9. Let ¥ € N'(Q). A function u € N'?(2) such that u — €
Ny P(Q) is a p-minimizer with boundary values ¥ in Q, if

/95 dp < /95 dp (2.10)
Q Q

for every v € N'P(Q) such that v — 9 € Ny*(Q). Here g, and g, are the
minimal p-weak upper gradients of u and v in §2, respectively.

Definition 2.11. A function u € N-P(Q) is called a p-minimizer in Q if

loc

2.10) holds in every open set Q' CC Q for all v such that v — u € Ny**().
0

Definition 2.12. A function u € N,-*(Q) is called a p-superminimizer in
Q2 if (2.10) holds in every open set Q' CC Q for all v such that v —u €
Nol’p(Q’), v > u p-almost everywhere in 2. We say that a function u is a p-
subminimizer in Q if u € N-(€) and (2.10) holds in every open set Q' CC Q
for all v such that v — u € Ny*(€'),v < u p-almost everywhere in ¢V

It is easy to see that when u is a p-superminimizer, then au + ( is also a p-
superminimizer when o« > 0 and 3 € R. This is true also for p-subminimizers.
We will show later that u is a p-minimizer if and only if w is both a p-
superminimizer and a p-subminimizer in ). In the Euclidean case minimizers
correspond to solutions, subminimizers and superminimizers correspond to
sub- and supersolutions, respectively, of the p-Laplace equation.

The following theorem implies that p-minimizers are locally bounded.

Theorem 2.13. Let u be a p-minimizer in 2 and B(z,2r) C Q. Then u is
locally bounded and satisfies the inequality

1/p
esssup |u| < ¢ (][ |ul|? d,u) ,
B(z,r) B(z,2r)

where the constant c is independent of the ball B(z,r).

The theorem was proved by Kinnunen and Shanmugalingam in [20, Theorem
4.3]. In [20] it was assumed that the space supports a weak (1, ¢)-Poincaré in-
equality for some ¢ with 1 < ¢ < p. However, the assumption comes in when
proving Hoélder continuity and is not needed in the proof of Theorem 2.13.
By this theorem the assumption that the p-minimizers are locally bounded
is not restrictive. We will need this result only in the proof of Lemma 4.1.



General setup

From now on we assume that the complete metric measure space X is equipped

with a doubling Borel reqular measure for which the measure of every nonempty
open set is positive and the measure of every bounded set is finite. Further-

more we assume that the space supports a weak (1,p)-Poincaré inequality.

3 Lemmas

The following four lemmas are mathematical folklore, but since they do not
appear explicitly in the literature, we present them here. The first two lem-
mas give us a way, in some sense, to calculate weak upper gradients. Finally,
we prove that a function u is a p-minimizer if and only if it is both a p-
subminimizer and p-superminimizer.

Lemma 3.1. Suppose that u is p-integrable and that there is a p-integrable
Borel measurable function g such that for p-almost every path ~v in X the
function h : s — u(y(s)) is absolutely continuous on [0,1()] and

()] < g(7(s)) (3-2)
almost everywhere on [0,1()]. Then v € N*?(X).

Proof. Let v € D'\t be a path connecting x and y in X such that h is
absolutely continuous on [0,[()] and I' C T'yect be the collection of paths on
which A is not absolutely continuous. Then the p-modulus of I' is zero. It
follows that ¢ is a p-integrable p-weak upper gradient of u because

1) 1)
wm—MMSA wwn@sA 9(x(s)) ds.

This completes the proof. O

Lemma 3.3. Suppose that a function u has a p-integrable p-weak upper gra-
dient g. Then for p-almost every path v in X,

' (s)] < g(7(s)) (3-4)
almost everywhere on [0,1(7)], where h(s) = u(y(s)), s € [0,1(7)].

Proof. Let I'iee; be the family of paths on which u is absolutely continuous
and on which

e~ uly) < [ g s

holds for every subpath ' of v € T'.et, where 4/ connects points =’ and
y' in X, whereas v connects x and y in X. By the definition, the family of



rectifiable paths in X for which the above inequality fails is of zero p-modulus.
Now if s¢ € (0,1(7)) we have

O
= lim “(7(30)>—U(7(S))‘
< 10131 ‘301—31 /:o g(y(1)) dt‘ — g(4(s))

by Lebesgue’s theorem for L£'-almost every s € [0,1(7)] and the assertion
follows from this. O

The next lemma is of importance, since we often have to truncate Newtonian
functions and it is useful to know that the obtained function still belongs to
the Newtonian space.

Lemma 3.5. Suppose that ui,uy € N'?(X) and let A= {z € X : u(z) <
ua(x)}. Then u = min(uy, us) € N¥P(X) and u has a p-weak upper gradient
Ju such that

_ gul(x), Hn-a.e€. m A
9u(0) = { Gup (), p-a.e. in X\ A (3.6)

Proof. We may assume that u;,us are the ACC, representatives of uy, us,
respectively. Let g(z) = gu,(x), v € A and g(x) = gy, (x), © € X \ A. Since,
a priori, A is only a measurable set, we need to modify the function g(z).
Choose a Borel measurable function g such that g = g p-almost everywhere
and g > g [27]. We claim that g is a p-weak upper gradient of w.

To this end let v be rectifiable path in X, connecting z and y in X, such
that vy and uy are absolutely continuous on v and that g,, and g,, are the p-
weak upper gradients of u; and uy on 7 such that v and none of its subpaths
are exceptional for g,, and g,,. Since s — wu;(y(s)),i = 1,2, are absolutely
continuous on [0, ()], the function s — wu(7y(s)) is absolutely continuous and
for £L1-almost every s € [0,1(7)]

(o) (s)] < [(ur 07)(s)|x1(s) + [(u2 ©7) (s)[xppaena (s),

where
I'={s€[0,I()] : (uro7)(s) < (uzo)(s)}.
Since s € [0,1(7)] belongs to I if and only if v(s) € A and since |(uy07) (s)| <

Guy, (7(5)) and |(uz 0 ¥)'(8)| < gu,(7(s)) for Ll-almost every s € [0,1(v)] we
obtain

[(w o) (8)] < gu, (7(8))X1(5) + Gus (V(5)) X (00011 (8) < g(7(s)).

The minimality remains to be shown here. To be more precise, we prove
that ¢ = g, is a minimal p-weak upper gradient of u. As in [1], we apply this

10



lemma (without the minimality part) with the roles of u and u; interchanged,
we see that g,xa + gu, Xx\4 is a p-weak upper gradient of u;. Since g, and
gy, are minimal we have that

Gu,q §9u§g=9u1

p-almost everywhere in A. Hence g, = g p-almost everywhere on A. If we
apply this lemma with the roles of u and usy interchanged, we obtain g, = ¢
p-almost everywhere on X \ A. This finishes the proof. a

Remarks 3.7. (1) The lemma remains true if A is replaced by the set {x €
X oug(x) <wug(x)}.
(2) If A is a Borel set, then the modification of g is not needed.

If AC X is a Borel set and u € NP (X) is a constant p-almost everywhere
in X \ A we will use the following observation: If g is an upper gradient of
u, then g, x4 is a p-weak upper gradient of v and hence we may assume that
gu = 0 p-almost everywhere on X \ A. For open sets A this has been proven
in [30]. The general claim follows from the fact that the measure of a Borel
set can be approximated with arbitrary accuracy by measures of open sets
containing the set. A different proof of Lemma 3.5 can be found in [1].

The following lemma shows that Newtonian spaces posses the same useful
properties as first order Sobolev spaces.

Lemma 3.8. Ifu,v € N*?(X) then the functions
(a) min(u, \),\ € R,
() Jul,
(¢) max(u,v)

all belong to N*#*(X) (and thus in N**(X)).

Proof. The claims follow from similar considerations as in the proof of Lemma
3.5. O

Let us go back to the minimizers. The following lemma shows the correspon-
dence between minimizers and sub- and superminimizers.

Lemma 3.9. A function u is a p-minimizer if and only if it is both a p-
subminimizer and a p-superminimizer.

Proof. The assertion follows easily. If u is a p-minimizer, then (2.10) is
clearly satisfied in every open Q' CC € for all v such that v —u € N& PY),
v < u and v > u p-almost everywhere in Q'. Thus u is a p-subminimizer
and a p-superminimizer. Conversely, let u be both a p-subminimizer and a

11



p-superminimizer in Q, 7 € NP(Q) so that 7 — u € Ny?(Q) and Q' cC Q
open. Then by the definition, u € NP(Q),

/ gﬁdué/ Gu, Apt
Q/ Q

holds for all v; so that v; —u € NO1 P(QV),v1 < u p-almost everywhere in

and
/ gﬁdué/ o, dp
94 94

is valid for all vy so that vy — u € N& P(QY),v9 > u p-almost everywhere in

. We define
A={z e Q : v(z) <u(x)}

and set v = vix4 + vaxona, Where v; = min(v, u) whereas v, = max(v,u).
As in Lemma 3.5,

| gun(x), prae in A
go(w) = { Gu, (), prace. in '\ A,

is a p-weak upper gradient of v which implies that (2.10) is valid in @’ for all
v e N'P(Q). In addition, v — u € NyP(Q). Since & € N'?(Q) was arbitrary,
u 1S a p-minimizer. O

4 Caccioppoli type inequalities

We will show that Caccioppoli type estimates can be obtained for p— sub-
minimizers and p-superminimizers by using a convexity argument. See e.g.
[15, 23] for the corresponding estimates for subsolutions and supersolutions
in the FEuclidean case.

Lemma 4.1. Suppose u is a locally bounded p-subminimizer in 2 so that
essinfou > 0 and let € > 0. Let n be a compactly supported Lipschitz con-
tinuous function in Q such that 0 < n <1. Then

/ ghutl dp < ¢ / uP*t<lgh dyp, (4.2)
Q Q

where ¢ = (p/e)?.

Proof. Note that, a priori, it is not known whether the right-hand side in
(4.2) is finite or infinite. Since the assertion is trivial in the latter case, we
may assume that the right-hand side is finite. Choose an open set €2’ so that
' cc Q and spt(n) C . Fix 0 < a < 1 small enough so that eafu! < 1.
Let w = u — nP(au)®, then w < wu.

12



Let T'ieer denote the family of all rectifiable paths « : [0, 1] — X. Let the fam-
ily I' C I'jeet be such that Mod,(I') = 0 and 7 be the arc-length parametriza-
tion of the path in Iy \ I' on which the function u is absolutely continuous.

Since 7 is Lipschitz continuous, it is absolutely continuous on . We define
h = 10,1(y)] — [0, 00),

h(s) = (uo7)(s) = (no7)(s)"(auo)(s)".
Then h is absolutely continuous and for £!-almost every s € [0,1(7)] we have
W(s) = (uoy)(s)—p(no)(s)’~ (nov)(s)auoy)(s)
—e(noy)(s)(auor)(s)*  a(uo)(s)

= (I—ca(nov)(s)P(auoy)(s)* ") (uov)(s)
—p(nov)(s)P  (nov) (s)(auov)(s).

Since |(u07)/(3)] < gul(31(s)) and | (701 ()| < g5(1(5)) for £1-almost every
s € [0,1()], we obtain

[(wov)(s)] =[h'(s)] < (L—ean(y(s))?(cu(v(s))")gu(r(s))
+ pn(y(s))P " ou(v(s))) gn(y(s)

for £'-almost every s € [0,1(v)]. Thus we have
gu < (1= ea®"u™") gu +pn”~ (au)g,

p-almost everywhere in 2.
Since 0 < ea®nPus—! < 1, we may exploit the convexity of the function t ~— ¢?
to obtain

g < (1 — 5a5npua_1) gb + El_paappup“_lgﬁ’;.

Since u is a p-subminimizer, we have

/gi dp < /gfi dp
< / gh dp — ea’ / Put gl dp

1— -1
+elPatp? [ uPteTigh dy,
Q/

which implies

/ Pt gh dp < eTPpP [ uPtT gk dp.
/ Q/

This is the desired estimate. O

We will need a similar estimate for a p-superminimizer.

13



Lemma 4.3. Suppose u is a p-superminimizer in €2 so that essinfqu > 0
and let € > 0. Let n be a compactly supported Lipschitz continuous function
i 2 such that 0 < n <1. Then

/ ghu= P dp < ¢ / uP~= "t gh dy, (4.4)
Q Q

where ¢ = (p/e)P.

Proof. Choose an open set €’ so that ' CC Q and spt(n) C Q. We may
assume that u > e/t since otherwise we study au for o > 0 large enough.

Let w = u 4 nPu~¢. Then w > u and w € N,;(Q). Then as in the proof of
Lemma 4.1 we have

9w < (1 —enPu™"")g, +p" 'u""g,

p-almost everywhere in (2.
Since 0 < enPu~c"1 < 1, again by convexity we obtain

pu \’
g < (L—enu")gh +enu! (g_gn)
= (L—en’u™"")gh + & PPl gh.

Since u is a p-superminimizer, we have

/gﬁdu < /gﬁdu

< / gh dp — ¢ / Pu” gl dp e PP | P gk dp.
o Q Q
From this we conclude that

/ Pu" gl dp < pPe? / uP= gl dp.
Q 0
This lemma was originally proved in [22].

5 Harnack’s inequality

In this section we prove a weak Harnack inequality for p-subminimizers (The-
orem 5.4) and p-superminimizers (Theorem 5.19). These estimates combined
with Corollary 5.17 of the John—Nirenberg lemma imply Harnack’s inequality

for the minimizers, see Theorem 5.21.

We start with a technical lemma.

14



Lemma 5.1. Let ¢(t) be a bounded nonnegative function defined on the
interval [a,b], where 0 < a < b. Suppose that for any a <t < s < b, ¢
satisfies

o(t) < Op(s) + E jlt)a + B, (5.2)

where 0, A, B and o are nonnegative constants, 6 < 1. Then

o) < C |+ 8], (53)

foralla < p < R <b, where C = C(«,0).

We refer to [9, Lemma 3.1, p.161] for the proof. This lemma says that under
certain assumptions, we can get rid of the term Oyp(s).

The Moser iteration technique yields the following inequality for positive
p-subminimizers.

Theorem 5.4. Suppose that uw > 0 is a locally bounded p-subminimizer in
Q. Then for every ball B(z,r) with B(z,2r) C Q and any ¢ > 0 we have

1/q
esssupu < ¢ <][ u? d,u) ) (5.5)
B(z,r) B(z,2r)

where 0 < ¢ = ¢(p,q, K, c,) < 0.

Proof. First we assume that ¢ > p. Write B; = B(z,r;),r; = (1 +27r for
1=0,1,2,..., thus, By = B(z,2r) and J;2, B; = Bo. Let n; be a Lipschitz
continuous function such that 0 < n, <1, =1on By, =0in X \ B,

and g,, <4-2'/r. Fix 1 <t < 0o and let
wy = nut D/,

Note that everything works fine if we fix 0 < t < oo, we fixed t > 1 just for
convenience. As in the proof of Lemma 4.1 for p-almost everywhere in §2 we
have

t—1
Guy < gy TP (1 + T) ul= D% g,

and consequently

+t—1\"
Gy < 2p_1gﬁlup+t_1 + op—1 (pip ) ut_lggnlp

p-almost everywhere in 2. By using the Caccioppoli estimate (Lemma 4.1),
we obtain

1/p P 1/p
p=1 _ p+t—1 _
(/ 9, du) < (]/ (gf;lup“ - (7) u' lgﬁnf’) du)
Bl Bl p
1/p
pt+t—1 _
< 2 - (/ gﬁl“pﬂ ' dﬂ)
B

8. 2l 1/p
< (p+t-1) <][ uP ot d,u> :
r B

15
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The Sobolev inequality (2.8) implies

1/kp 1/p
(/ w;P d,u) < c(p,cu)n (/ Gy d,u>
B By

2! 1/p
< cepe)p+t—=1)(1+ 2 = (/ uPHtl d#)
B

2
1/p
< cpa)pre- 12 (f )
By

By setting 7 = p +t — 1 and using the doubling property of u we have
(remember that w; = u™/? on By,1)

1/kp 1/p
]/ (u™/PYP dy < ¢(p,c,)r2 (/ u’ du) :
By B

Hence, we obtain

1/kT 17
][ u™" dp < (elpcwr2)"” ( ][ u’ du) :
By B,

This estimate holds for all 7 > p, we apply the estimate with 7 = ¢! for all
[=0,1,2,..., we have

1/qrttt 1/gx!
il
(/ uqmﬂ du) < (C(p, CM)(QKZ)Ql)p/q (f uqm d,u) '
Bt By

By iterating we obtain the desired estimate

o % \ P/ 1/q
esssupu < (c(p, c,) =m0 H 20 H(q/{i)”1> (]/ o u? d,u)
B(z,2r

B(zr) i=0 i=0

K K K R / 1/(]
< (C(p, cu)m2<“*“2qmm~*l>2>p ' (f u du)
B(z,2r)

1/q
< cparad(f wan) (56)
B(z,2r)

The theorem is proved for g > p.

By the doubling property of the measure and (2.5), it is easy to see that (5.6)
can be reformulated in a bit different manner. Namely, if 0 < p < 7 < 2r,
then

1/q
c
esssupu < ————— <][ u? du) , (5.7)
B(z.p) (1= p/M)%\J sy

16



where 0 < ¢ = ¢(p, ¢, k, ¢,) < 00. See Remark 4.4 in [20].

If 0 < g < p we want to prove that there is a postive constant ¢ so that

c 1/q
esssupuy < — (]/ u? d,u) ,
B(z,p) - (1 - p/2T)Q/q B(z,2r)

when 0 < p < 2r < co. Now suppose that 0 < g <pandlet 0 < p <7 < 2r.
We choose ¢ = p in (5.7), then

c 1/p
esssupuy < ———— (/ ulyP™1 du)
B(z,p) (1 - p/}’)Q/p B(z,7)

. 1—q/p 1/p
————— | esssupu ][ u? d,u)
(L= p/T)@/P \ B ( B(z)

By Young’s inequality

P—4q c &
esssupu < esssup U + ——=—=-— (7/ u? du)
B(z,p) P Bz (1— P/ﬂQ/q B(2,7)

1/q
p—q c o
< essSup U + ————— ((27“) ][ u? d,u) :
D B (7 —p)@/a B(z,2r)

where the doubling property (2.5) was used to obtain the last inequality. We
need to get rid of the first term on the right-hand side. By Lemma 5.1 (let
p(t) = esssupp, 4 u) we have

1/q
esssupu < ¢ (/ u? du)
B(z,p) B (1 - p/2T)Q/q B(z,2r)

for all 0 < p < 2r, where 0 < ¢ = ¢(p, ¢, k,¢,) < oo. If we set p = r, we
obtain (5.6) for every 0 < g < p and the proof is complete. O

Remark 5.8. The minimizing property (2.10) was not needed in the proof of
Theorem 5.4. Instead we used estimate (4.2). Therefore the statement of the
theorem can be restated to hold for functions which satisfy the Caccioppoli
type estimate (4.2).

Next we present a theorem which gives a lower bound for positive p— super-
minimizers.

Theorem 5.9. Suppose that u > 0 is a p-superminimizer in 2. Then for
every ball B(z,r) with B(z,2r) C Q and any q¢ > 0 we have

—1/q
essinfu > ¢ (/ u? d,u) , (5.10)
B(zr) B(z,2r)

where 0 < ¢ = ¢(p, q, K, ¢,) < 0.

17



Proof. As in the proof of Theorem 5.4, write B; = B(z,r),7, = (1+27")r for
[ =0,1,2,... Let i be a Lipschitz continuous function such that 0 <, <1,
m =1on By, ; =0 in X\ B; and Gy < 4-2/r. Fix t > 1 such that
p—1t—1<0 and let

Then for p-almost everywhere in €2 we have

i t+1—p e
Guy < gmuH( t 1)/p+ (T) u—t 1)/pgum

and consequently
1 — p
Goy <2 gpu T+ 2 (—H P ) u™ gy
p

p-almost everywhere in 2. By using the Caccioppoli estimate (Lemma 4.3)
for p-superminimizers, we obtain

1/p 1/p
_ t+1—
o) = 7 oo (28] )
By By p
t+1— L/p
(] o
By

8. 2[ 1/p
< (t+1-p) (/ u~ =P du) .
r B,

The Sobolev inequality (2.8) implies

1/kp 1/p
(/ w? du) < elpy ) (f @, du)
B B

2! 1/p
< e(pe)t+1—p)(1+27"r= (]f y—t+1-p) du)
By

.
1/p
< clpoe)(t+1—p)2! <][ ) du)
B

By setting 7 =t + 1 — p > 0 and using the doubling property of y we have
(notice that w; = w7 on By,)

1/kp 1/p
f (uw™"/PYP gy < ¢(p,c,)m2 (f u” d,u> :
Byt By

Hence, we obtain

18



This estimate holds for all 7 > 0, we apply the estimate with 7 = gx' for all
[=0,1,2,..., we have

—1/q/il+1 !

141 —p/q/@l l ~Lan

f w T dp > (clp, ) (ar')2') f u ™ dp :
Bt B

By iterating as in the proof of Theorem 5.4, we obtain the desired estimate

—1/q
essinfu > ¢(p,q,k,c,) (/ u ! dp,) )
B(zr) B(z,2r)

The proof is complete. O

Remarks 5.11. (1) In the Euclidean case we have the symmetry between
sub- and supersolutions of the p-Laplace equation. A function u is a su-
persolution, then 1/u is a subsolution of the equation. Theorem 5.9 follows
directly from this and Theorem 5.4 in the Euclidean space. We do not know
if this holds in a general metric measure space.

(2) As in the proof of Theorem 5.4, we fixed a parameter ¢t to be greater or
equal than one just for convenience. Any ¢ strictly greater than zero would
do nicely.

(3) As in the proof of Theorem 5.4 the minimizing property (2.10) was not
needed in the proof. We used essentially estimate (4.4). Therefore the state-
ment of the theorem can be restated to hold not for superminimizers but for
functions which satisfy the Caccioppoli type estimate (4.4). This holds also
for Lemma 5.12 below.

The following lemma will be crucial when we prove Theorem 5.19.

Lemma 5.12. Suppose that v > 0 is a p-superminimizer in ) and let
v = logu. Then v € N-P(Q) and g, = gu/u p-almost everywhere in Q.
Furthermore, for every ball B(z,r) with B(z,2r) C Q we have

][ gy dp < cr?, (5.13)
B(z,r)

where ¢ = ¢,(4p/(p — 1))P.

Proof. We may assume that u > § > 0 for p-almost all x € B(z,r). Hence v
is bounded below in B(z,r) and v € LP(B(z,r)). As in the proof of Lemma
4.1 we see that g, < g,/u p-almost everywhere in 2. We obtain the reverse
inequality, if we set u = exp(v), hence, g, = g,/u p-almost everywhere in €).
It follows that g, € L¥. () and consequently that v € N-7(Q).

loc loc
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Let 1 be a Lipschitz function such that 0 <n <1, n=1o0n B(z,7),n=0
in X \ B(z,2r) and g, < 4/r. If we choose ¢ = p — 1 in (4.4) we have

p
/95?7]’ duz/gﬁupnp dp < (—p ) /95 dy.
Q Q p—1 Q

From this and the doubling property of p we obtain

p
p 47
/ gy dp < (—1)/ — du
B(z,r) p— B(z2r) T

< CM< 4p )pu(B(Z,T))
p

rpP

which is the desired inequality. a
A locally integrable function v in Q is said to belong to BMO() if the
inequality
]/ v —vp| du <c (5.14)
B
holds for all balls B with 10B C 2. The smallest bound ¢ for which (5.14) is

satisfied is said to be the “BMO-norm” of v in this space, and it is denoted
by [[v]l-

In order to “jump” over the zero in exponents in (5.10), we use the John—
Nirenberg lemma.

Theorem 5.15. There exist two positive constants 3 and b such that for any
f € BMO(Q) and for every ball B with 10B C 2, we have

—bA

lell«

p{z eB : |lu—up|>A}) < PBexp < ) wu(B) (5.16)

for all X > 0.

Proof. In the proof we have to enlarge the ball B(z,r),20 € 2, so that
we take a constant o such that if z € B(zg,7) and 0 < p < r, then
B(z,p) C B(zo,0r). (Take 0 = 14 12/5.) Thus, we work with the balls
B for which ten times larger balls are still in €2. The proof can be found in
(2, 24]. O

See for example [7] for the following corollary.

Corollary 5.17. A function v is in BMO(?) if and only if there are positive
constants ¢; and cy such that

]/ etl=usl dpy < ¢y (5.18)
B

for every ball B with 10B C ().
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Now we are ready to provide the proof for the following

Theorem 5.19. If u > 0 is a p-superminimizer in €2 C X, then there are
q >0 and ¢ > 0 such that

1/q
(]/ u? du) < cessinfu (5.20)
B(z,2r) B(zr)

for every ball B(z,r) such that B(z,107r) C Q.
Proof. By Theorem 5.9 we have

1 —1/q
—essinfu > (]/ u? d,u)
C B(zr) B(z,2r)

—1/q 1/q
= <f u ! d,u/ ul du) (f u? d,u) .
B(z,2r) B(z,2r) B(z,2r)

To complete the proof, we have to show that

][ u ! du]/ ul dp <c
B(z,2r) B(z,2r)

for some ¢ > 0. Write v = logu. Then the weak (1, p)-Poincaré inequality,
Lemma 5.12 and the doubling property of p imply

1/p
][ v —vBon)| dp < or <][ qr du) <c.
B(z,2r) B(z,277r)

We stress that instead of a weak (1, ¢)-Poincaré inequality — for some g with
1 < g < p— we applied only a weak (1,p)-Poincaré inequality. It follows
from the John-Nirenberg lemma and (5.18) that there exist constants ¢ and

¢ such that
][ e " du / e? du
B(z,2r) B(z,2r)
— / e1(VB(z,2r)=V) d,LL/ e1(v=vB(z,2r)) du
B(z,2r) B(z,2r)
2
S (/ 6q‘U—UB(z,27‘)| dljl) S C,
B(z,2r)
from which the claim follows. O

From this we easily obtain Harnack’s inequality.

Theorem 5.21. Suppose that u > 0 is a locally bounded p-minimizer in Q.
Then there exists a constant ¢ > 1 so that

esssupu < cessinf u
B(z,r) B(zr)

for every ball B(z,r) for which B(z,107r) C ). Here the constant c is
independent of the ball B(z,r) and function u. (The constant T > 1 comes
from the weak (1, p)-Poincaré inequality.)
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Proof. By combining Theorem 5.4 and Theorem 5.19, the estimate follows. O

From Harnack’s inequality it follows that p-minimizers are locally Holder
continuous and satisfy the strong maximum principle, see for example [12].
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